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Introductory remarks:  Structural equation modeling (SEM) software programs can fit general and generalized linear models involving multiple explanatory, mediating, and outcome variables to data sets. Because of their generality, they can be used to evaluate a multiplicity of statistical models commonly used by data analysts, including ANOVA, ANCOVA, multiple linear regression, probit regression, and logistic regression. Some SEM programs permit inclusion of random effects and support multiple levels of clustering or hierarchically nested observations. 

Of particular interest to statisticians is the programs’ incorporation of features to handle incomplete (missing) data among outcomes and mediators. Most SEM programs support direct maximum likelihood estimation, which assumes that incomplete mediator and outcome data arise from a missing at random (MAR) process rather than the more restrictive missing completely at random (MCAR) process that single imputation and ad hoc methods such as listwise or pairwise deletion assume. These features enable analysts to make use of all available data and maximize the statistical power of hypothesis tests. 
SEM programs also excel at addressing data non-normality. There are two broad classes of non-normality considered. The first involves skewed or kurtotic continuous variables whereas the second involves the intrinsic non-normality of ordered categorical variables. For continuous, non-normal variables the bootstrap is available in several programs to construct confidence intervals for parameter estimates and for model fit testing. A competing approach adjusts standard errors and test statistics based upon the multivariate kurtosis of the input data. For ordered categorical data there are several approaches that may be used, including probit and logistic regression-based methods. 

Though there are many SEM programs available, below I consider the two with which I am most familiar: AMOS and Mplus. 

AMOS: AMOS (Analysis of Moment Structures) has supported direct ML estimation for addressing missing data for over a decade. As well, it supports the bootstrap to handle non-normal data. However, the bootstrap is not yet available with missing data. Beginning with AMOS 6, multiple imputation is available to address missing data. The user could use multiple imputation to fill in missing values and follow that analysis with a bootstrap-based analysis to obtain robust inferences. Even if data are non-normal and the multiple imputation algorithms used by AMOS assume normality, it is worth noting that simulations by Joseph Schafer (Analysis of Incomplete Multivariate Data; 1997; Chapman & Hall) have shown that parameter estimate bias is not substantial when missing data are imputed under a joint multivariate normal imputation model, assuming that the data analysis model properly addresses data non-normality. 
Beginning with AMOS 6, a completely different estimation approach that assumes MAR missingness is also available: Bayesian estimation. Beginning with AMOS 7, analysis of ordered categorical, censored and dichotomous outcomes is available via Bayesian estimation. Bayesian estimation also features an admissibility option that enables the user to stipulate that no inadmissible solutions are produced, which eliminates problems with negative variance estimates. 

AMOS enables visually-oriented users to draw models on a drawing canvas and to produce publication-ready model diagrams. AMOS easily reads data from SPSS, Excel, and a variety of other formats. 

Mplus: Mplus 4.2 supports direct ML estimation for continuous and ordered categorical variables as well as counts and censored data, though global model fit statistics are not yet available for those models. Global model fit statistics are available for ordered categorical data models estimated via weighted least squares estimators, of which there are several. Mplus also supports bootstrap-based and multivariate kurtosis-corrected test statistics for handling continuous variable non-normality and Mplus generates these test statistics for analyses with missing data. Non-linear constraints enable the estimation and testing of a wide variety of effects and hypotheses, respectively. 
Mplus excels at handling clustered data and, in general, data arising from complex survey designs. Multilevel analyses and random effects models are fully supported; survey weights from different levels may be incorporated into analyses. 

Mplus has a built-in Monte Carlo simulation engine, which makes power calculation for a wide range of statistical models more convenient than it would be otherwise. Each example in the Mplus User’s guide has a Monte Carlo counterpart associated with it, so that end users can adapt the existing Monte Carlo programs for their own specific needs. 

Mplus is a syntax-oriented language that has similarities to BMDP command language. Basic models are fairly straightforward to specify; more complex models (or power calculations for such models) can be harder to set up. Program defaults take some getting used to. 
Basic Tutorials: I wrote AMOS and Mplus getting started guides during my time at the University of Texas at Austin. They may be found on-line here: 


http://www.utexas.edu/its/rc/tutorials/stat/amos/

http://www.utexas.edu/its/rc/tutorials/stat/mplus/ 
Availability at CAPS: We hope to have both AMOS and Mplus available on the CAPS terminal servers within the year. 

Disclaimer: Software features change at a rapid rate. New statistical approaches for addressing non-normal data and incomplete data are also emerging. The information in the document will become out-of-date in a disappointingly short period of time. Be sure to check software vendors’ Web sites for updated features and incorporation of new statistical techniques. 
