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Can Nonrandomized Experiments
Yield Accurate Answers? A
Randomized Experiment Comparing
Random to Nonrandom Assignment.

William R. Shadish
University of California, Merced

The Problem

» Randomized Experiments Yield Unbiased
and Consistent Effect Estimates

 But they are not always feasible or ethical

 Under what circumstances can
nonrandomized experiments yield accurate
estimates?

Nonrandomized Experiments

A central hypothesis about the use of nonrandomized
experiments is that their results can well-approximate
results from randomized experiments

— especially when the results of the nonrandomized experiment are
appropriately adjusted by, for example, selection bias modeling or
propensity score analysis.

— | take the goal of such adjustments to be:_to estimate what the
effect would have been if the nonrandomly assigned participants
had instead been randomly assigned to the same conditions and
assessed on the same outcome measures.

— The latter is a counterfactual that cannot actually be observed

— So how is it possible to study whether these adjustments work?

Kinds of Empirical Comparisons of
Randomized to Nonrandomized Experiments

« In general, there have been three different ways to
study this question:
— Computer Simulations
— Single Study Comparisons
— Meta-Analytic Comparisons

 Such studies have not consistently supported the
effectiveness of adjustments.

« However, these methods all provide a poor test of the
adjustments, each for different reasons:
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Computer Simulations

< Important method of learning about the issue,
especially with
— Increased computer power
— User-friendly simulation programs (GAUSS)
» However, this method is of limited use because
— The nature of selection bias in nonrandomized
experiments is unknown, but
— To use computer simulations one must program
selection bias, so it is known.
— Any results are always subject to the question of
whether they have really modeled selection bias.

Single Study Comparisons

Long history: E.g., Lalonde in the 1980s

Widely used today: Bloom et al.; Glazerman et al
— Start with a randomized experiment

— Then find a nonrandomized control

— Substitute the nonrandomized control for the randomized

control.

— Try to adjust the QE answer to see if you get the same answer
Tends to conclude that QE cannot be made to approximate the
estimates from RE (e.g., Glazerman et al.)

Fatal Flaw: The nonrandomized control differs from the randomized
control in more ways than just assignment method

Thus it cannot provide a good test of the counterfactual: if the
nonrandomly assigned participants had instead been randomly
assigned to the same conditions and assessed on the same outcome
measures.

Meta-Analytic Comparisons

Find large numbers of randomized and nonrandomized
experiments on the same question, and compare average effect
sizes (e.g., Lipsey and Wilson)
Takes advantage of diversity over many studies to explore the
role of covariates that are confounded with assignment method
(e.g., different kinds of control groups; e.g., Shadish &
Ragsdale).
Sometimes yields somewhat more optimistic conclusions
Problems:
— One can never know for certain that one knows and adequately
measures all those confounds.
— No access to individual data to use some adjustment methods (e.g.,
propensity score analysis)

A New Approach:
A Laboratory Analogue

» One way to control (on expectation) for such confounds is
to randomize them—i.e., to randomly assign participants to
being in a randomized or nonrandomized experiment in
which they are otherwise treated identically.

 This also gives access to individual data so adjustments to
quasi-experimental results can be tried.

» The closest of any method to testing the right question: if
the nonrandomly assigned participants had instead been
randomly assigned to the same conditions and assessed
on the same outcome measures.

» Here is the design as we implemented it:
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N = 445 Undergrad Psych Students

Random Assignment

Randomized Nonrandomized
Experiment Experiment
N =235 N =210
Randomly Assigned to Self-Selected into
Mathematics Vocabulary Mathematics ~ Vocabulary
Training Training Training Training
N =119 N =116 N =79 N =131

All Participants Post-tested on both Vocabulary and Mathematics Outcomes

More on the Design

« All participants pretested on a host of covariates
» Chose math and vocab training because
— Good analogue to educational interventions
— Relevant to college students
— Easy to control effect size with item difficulty
— Math phobias cause plausible selection bias
« All participants treated together without
knowledge of the different conditions.

 All participants posttested on both math and vocab
outcomes.

Unadjusted Results:
Effects of Math Training on Math Outcome

Math  Vocab Mean Absolute
Tng Tng Diff Bias
Mean  Mean

Unadjusted Randomized Experiment ~ 11.35 7.16 4.19

Unadjusted Quasi-Experiment 1238 7.37 5.01 .82

Conclusions:

1. The effect of math training on math scores was larger when participants could
self-select into math training.

2. The 4.19 point effect (out of 18 possible points) in the randomized experiment was

overestimated by 19.6% (.82 points) in the nonrandomized experiment

Unadjusted Results:

Effects of Vocab Training on Vocab Outcome

Vocab Math Mean Absolute
Tng Tng Diff Bias
Mean  Mean

Unadjusted Randomized Experiment ~ 16.19 8.08  8.11

Unadjusted Quasi-Experiment 16.75 7.75 9.00 .89

Conclusions:

1. The effect of vocab training on vocab scores was larger (9 of 30 points) when
participants could self-select into vocab training.

2. The 8.11 point effect (out of 30 possible points) in the randomized experiment was

overestimated by 11% (.89 points) in the nonrandomized experiment.
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Adjustments to Quasi-Experiments

* It is no surprise that randomized and
nonrandomized experiments might yield
different answers.

» Can we adjust the answers?

— Propensity Scores
— ANCOVA
— Structural Equation Modeling

Propensity Scores

 The conditional probability of being in the
treatment or comparison group given
available predictors of group membership.

» The propensity score reduces all the
information in the predictors to one number.

— This can make it easier to do matching or
stratifying when there are multiple matching
variables available.

Estimation of Propensity Scores in
Our Data Set

e Used SPSS (MVA) to impute missing data in the
covariates (EM method)

* Used stepwise logistic regression with subsequent
forced entry of variables out of balance

— For example: Math and vocabulary proxy pretests,
ACT, GPA, measures of previous exposure to math
courses, math anxiety, Demographics

— But also “Big 5” personality traits (extraversion,
emotional stability, agreeableness, intellect, and
conscientiousness)

%)

Two Criteria

 Balance: After PS Stratification, are T and C balanced
on pretest covariates?
— l.e., mimic a randomized experiment
— Necessary but not sufficient because of hidden bias

¢ Strong Ignorability
— If we identify and measure all covariates that are related to
both treatment Z and potential outcomes, treatment
assignment is “strongly ignorable” given X.
— There is no test for this, so strong ignorability is frequently
assumed without thorough justification
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Balance: Rubin 2001 Criteria

Table 3. Rubin’s (2001) Bhlance Criteria Before and After Propensity Score Stratification

Propensity Score Number of Covariates with Variance Ratio
Analysis B R <1/2 =172 and <4/5 =4/5 and<5/4 =5/ and=2 =2
Before Any Adjustment

-1.13 151 0 2 17 6 0

After Stratification on Propensity Scores Constructed from All Covariates
-0.03 093 0 1 22 2 0

B = the standardized difference in the mean propensity score in the two groups
(B) should be near zero.

R = the ratio of the variance of the propensity score in the two groups (R)
should be near one, and

Ratios = The ratio of the variances of the covariates after adjusting for the

Matl Qutcome
Mean Absolute Percent Bias R?
Difference Bias  Reduction
(standard error) (A) (PBR)
Covariate- Adjusted Randomized Experiment 4.01 (.35) .00 .58
Unadjusted Quasi-Experiment 5.01 (.55) 1.00 28
PS Stratification 3.72(57) 29 T1% .29
Plus Covanates 3.74(42) 27 T3% .66
PS Linear ANCOVA 3.64 (.46) 37 63% .34
Plus Covariates 3.65 (42) .36 64% .64
PS Nonlinear ANCOVA 3.60 (.44) 41 59% .34
Plus Covariates 3.67(42) 34 66% 63
PS Weighting 3.67(.71) .34 66% .16
Plus Covariate: 3.71 (40} 30 0% 66

 Bias reduction in Math Outcome is 59-73%.

pmpnnciry score must be ¢close to one

< No adjustment method stood out as best.

 Adding covariates reduces standard error nontrivially.

Vocabulary Outcome

Mean Absolute  Percent R2
Difference Bias Bias
(standard error)  (A) Reduction

Covariate-Adjusted Randomized Experiment 8.25(37) 71
Unadjusted Quasi-Experiment 9.00 (.51) 5 .60
PS Stratification 8.15 (.:62) A1 86% 53
Plus Covariates 8.11(.52) 15 80% 76

PS Linear ANCOVA 8.07(49) 18 76% 62
Plus Covariates 8.07 (47) 18 76% 76

PS Nonlinear ANCOVA 8.03 (.50) 21 T2% .63
Plus Covariates 8.03 (48) 22 T0% Ly

PS Weighting 822 (66) 03 96% 54
Plus Covariates 8.19 (.31) .07 91% .76

r—&aﬁ—f@dﬂﬁﬂﬁﬁﬁ%ﬁb—&mﬂeﬁ—gﬁ%]—" i i i =

< No adjustment method stood out as best.

Predictors of Convenience

* We had a rich set of covariates.

 Bad practice: We also tested the
effectiveness of propensity score
adjustments based only on predictors of
convenience (sex, age, ethnicity, marital
status)

» We got good balance (but we will see that is
misleading—nhence balance is nec not suff):
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Balance for Predictors of
Convenience

Table 3. Rubin®s (2001) Balance Criteria Before and Afler Propensity Score Stratification

Propensily Score Number of Covariales with Variance Ralio
Analysis B R =1/2  >1/2 and =4/5 =4/5 and =5/4 >5/4 and =2 =2
Before Any Adjustment

113 151 0 1 17 ] 0

After Stratification on Propensity Scores Constructed from All Covariates
003 093 1] 1 22 2 i}

After Stratification on Propensity Scores Constructed from Predictors of Convenience
Balance Tested only on the 5 Predictors of Convenience
001 1.0 [i] 1] 5 1] i}

After Stratification on Propensity Scores Constructed from Predictors of Convenience
Balance Tested on All 25 Covariates
001 1.0 1] 2 16 7 i}

« Notice balance on these four covariates is pretty good (row three),
as is balance on all 25 covariates (row four).

Matl Qutcome
Mean Absolute Percent Bias R?
Difference Bias  Reduction
(standard error) (A) (PBR)
Covariate- Adjusted Randomized Experiment 4.01 (.35) .00 .58
Unadjusted Quasi-Experiment 5.01 (.55) 1.00 28
PS Stratification 3.72(57) 29 T1% .29
Plus Covanates 3.74(42) 27 T3% .66
PS Linear ANCOVA 3.64 (.46) 37 63% .34
Plus Covariates 3.65 (42) .36 64% .64
PS5 Nonlinear ANCOVA 3.60 (.44) 41 59% .34
Plus Covariates 3.67(42) 34 66% 63
PS Weighting 3.67(71) 34 66% .16
Plus Covariates 3.71 (.40) .30 T0% .66
PS8 Stratification with Predictors of Convenience ~ 4.84 (:51) 83 17% 28

L5074

Vocabulary Outcome

Mean Absolute  Percent R2
Difference Bias Bias
(standard error)  (A) Reduction

Covariate-Adjusted Randomized Experiment 8.25(37) 71
Unadjusted Quasi-Experiment 9.00 (.51) 5 .60
PS Stratification 8.15 (.:62) A1 86% .35
Plus Covariates 8.11(.52) 15 80% 76

PS Lincar ANCOVA 8.07 (49) .18 T6% .62
Plus Covariates 8.07 (47) 18 76% 76

PS Nonlinear ANCOVA 8.03 (.50) 21 T2% .63
Plus Covariates 8.03 (48) 22 T0% Ly

PS Weighting 822 (66) 03 96% 54
Plus Covariates 8.19 (.51) .07 91% .76

PS Stratification with Predictors of Convenience  8.77 (48) 52 30% 62
Plus Covariates £8.68 (47) 43 43% .65

Balance Redux

* All propensity score studies | know assume
if they got balance, that is sufficient.

 But our results clearly show that is not the
case.

« Balance is a necessary but not sufficient
condition
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Treat. Vocabulary ‘ M.athe;matics
1 HH Covariate set z szacab Vieeat | Tiveas K:m:h Vot | Tt
EXpIO“ ng Strong |gn0rab| I Ity dem* 022 | 04l 049 038 || 048 | 035 | 035
pre 024 | 060 049 047 || 050 | 047 | 045
. . aca 0.07 0.58 045 037 | 0.63 057  0.50
There is no test for it, but top 0.43 033 041 | 046 || 045 048 | 054
The key is having the covariates that predict DSy 08 | ol 0 003 1109 | B4 ] 08
.. dempre* 0.28 0.64 060 051 | 061 057  0.54
treatment condition and outcome demtaca 0.24 064 058 048 | 068 061 | 0.57
We have been playing with the data to see how demttop 0.44 048 059 053 || 062 059 | 0.61
) ) demtpsy 0.28 063 059 051 || 060 049 | 041
much difference it makes to have more and better pre-top 0.44 063 057 058 || 059 059 | 062
Covariatesl pretaca 0.26 0.64 0.54 0.50 0.68 0.62 | 0.60
. . . pretpsy 0.30 0.63 059 051 | 060 049 049
Consider the following correlations between our detitieetion b.4i ose: | ose | ose | L oien | 0w | 06s
covariates and both treatment and outcome. demr+pre-+aca* 030 068 063 054 || 071 065 063
dem-+pretacattop* 045 | 045 070 068 || 0.62 075 073
demtpretacattoppsy* 0.47 047 072 071 | 063 079  0.74

Qutcome prediction aenerallv good. but treatment pred more variable

Percent Bias Remaining

Vocabulary F5-Stratification PS-ANCOVA FS-Weightin;
. S 58 S
AdJ ustments Adjusted Randomized Experiment
Unadjusted Quasi-Experiment
Adjusted Quasi-Experiments v
dem* 860 047 46 869 049 58 868 047 57
H H pre B57 043 43 B.56 | 044 | 41 BAT7 | 043 | 30
Now consider how well these different sets = T e e T T T o T
H H H top 853 049 38 836 054 14 A4 049 25
of covariates reduce bias in VVocabulary = 878 | 047 70| (877 048 6 | | 872|047 | 62
1 1 dem+pre* 854 042 239 647 044 29 841 041 21
Outcome (Results were similar for Math dempre B5 042 3 G4 Q44 20| R4LO4LH
. + 843 046 24 838 051 17 843 046 24
OUtcome) " 5 852 045 135 Bd48 048 30 8.55 | 044 | 40
prettop 820 042 7 819 048 -8 832 043 9
pretaca BAE 042 31 B37 041 16 B.27 | 042 2
pre+psy 841 040 21 | 845 045 27 832 042 9
dem+prettop 819 042 & 826 046 1 833 042 10
dem+preraca* 824 040 -2 828 041 4 821 040 -5
demtpretacattop® 820 040 -7 502 044 -31 820 041 -B
demy Hoptpsy* 14 039 -15 B8.06 | 045 | -15 8.11 039 | -19

Note the relationship between having variables that predict treatment and
bias reduction. More clear in the next table of correlations:
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Correlations

Correlations

I PSSy PSAY Py AMCON &Y PSSM PSAM Pl AMCOWAM

PSSy PSay Py AMCON &Y PSSM PSAM Pl ANMCOWAM

auc Pearson Correlation -734 -818 -JE0 =770 - 882 - 870 -887 - 879
Sig. (2-talled) ooa 000 oo oo ooa oon 000 000

M 19 19 19 19 19 19 19 19

cort Pearson Correlation -758 -.788 -794 -810 -.855 -849 -837 -843
Sig. (2-tailzd) .0oo o0a 000 000 .0oo ooo 0o .ooa

M 18 19 19 19 18 149 19 19

cory  Pearson Correlation -.Bad -.788 -804 -804 -.604 -.494 -55 -418
Sig. (2-talled) .ooo oo oo oo .oos 03 014 ors

M 18 19 19 19 13 19 13 19

corm  Pearson Correlation -.788 -834 =737 - 760 -B75 =557 -B14 =511
Sig. (2-talled) .ooo oo oo oo ooz 03 nos 02s

M 18 19 19 19 18 19 19 19

This table shows that the higher the correlation of the predictor set
with treatment or outcome (the rows), the higher bias reduction no
matter what method is used (the columns).

Conversely, the next table shows that balance is essentially unrelated
to bias reduction:

Here the rows are Rubin’s (2001) balance metrics, and the
columns are bias reduction as in the previous table.

FEarson Correlsan =T EAEE] -T2 TR - TH -8 = Rl
Sig. (2ailed) 576 543 595 BBS 4a1 303 260 140
M 18 19 19 19 18 19 19 19
Pearson Carrelation =192 -.247 -89 =053 -ovo n2s - 083 025
Sig. (2-tailzd) 430 308 458 &3 J7s ana 792 820
M 18 19 19 19 18 19 19 19

BFCT  Pearson Correlation -.281 =81 -359 - 407 -.164 =12 -0%4 058
Sig. (2-tailed) 244 s A3 D54 o003 547 ol 813
M 18 13 19 19 18 19 13 19

RPCT  Pearson Correlation 164 232 222 186 362 436 380 514
Sig. (2-ailed) 501 340 361 44T 128 062 108 024
M 139 19 19 19 139 19 19 19

Observations

« Balance is unrelated to bias reduction
* Predicting treatment or predicting outcome
are strongly related to bias reduction.

* Lesson: You really do need a good set of
covariates to get bias reduction.

ANCOVA

» To simplify, I didn’t go over the ordinary
OLS ANCOVA results, but they did as well
as the more complicated propensity score
methods.

» For example, look at the last row of the next
two tables:
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Vocabulary Qutcome

Matl Qutcome
Mean Absolute Percent Bias R?
Difference Bias  Reduction
(standard error) (A) (PBR)
Covariate- Adjusted Randomized Experiment 4.01 (.35) .00 .58
Unadjusted Quasi-Experiment 5.01 (.55) 1.00 28
PS Stratification 3.72(57) 29 T1% .29
Plus Covanates 3.74(42) 27 T3% .66
PS Linear ANCOVA 3.64 (.46) 37 63% .34
Plus Covariates 3.65 (42) .36 64% .64
PS5 Nonlinear ANCOVA 3.60 (.44) 41 59% .34
Plus Covariates 3.67(42) 34 66% 63
PS Weighting 3.67(71) 34 66% .16
Plus Covariates 3.71 (.40) .30 T0% .66
PS8 Stratification with Predictors of Convenience ~ 4.84 (:51) 83 17% 28
Plus Covariates 5.06 (.31) 1.05 S50 35
ANCOVA Using Observed Covariates 3.85(44) 16 84% .63

Mean Absolute  Percent R?
Difference Bias Bias
(standard error)  (A) Reduction

Covariate-Adjusted Randomized Experiment 8.25 (37) 71
Unadjusted Quasi-Experiment 9.00 (.51) a5 .60
PS Stratification 8.15 (.62) a1 86% .55
Plus Covariates 8.11(52) 15 80% 76

PS Linear ANCOVA 8.07 (49) 18 76% 62
Plus Covariates 8.07 (47) 18 76% 76

PS Nonlinear ANCOVA 8.03 (.50) 21 2% 63
Plus Covariates 8.03 (48) .22 T0% 77

PS Weighting 8.22 (.66) .03 96% .54
Plus Covariates 8.19 (.51) .07 91% .76

PS5 Stratification with Predictors of Convenience  8.77 (48) 52 30% .62
Plus Covariates 8.68 (47) .43 43% .65
ANCOVA Using Observed Covariates 8.21 (43) .05 94% 76

Structural Equation Models as
Adjustments

* If ordinary ANCOVA did well, perhaps
SEM would do well too.

« After all, it can do more complex models
than ordinary ANCOVA:
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Discussion

» These analyses are encouraging that
nonrandomized experiments might yield
results similar to randomized experiments if
— Both balance
— And strong ignorability are met

* |t doesn’t seem to matter much which
analytic method is used.

20 June 2008

Randomired Eesults Mdath Effect Wocah Effect
401 8.25

Chbserved Variable Models

Idodel CFI Idath Effect Wocab Effect

First good fit 987 437 8.48

Second good fit 871 ERIE] 819

Third good fit 980 3.96 8.38

Fourth good fit 830 3.96 8.43

Fifth good fit 978 391 8.32

Ohaerved Mediational Models

Fourth good fit 983 3.96 8.43

Latent Variable IModels

Model CFI MMath Effect Wocab Effect

Fourth good fit 961 364 8.49

Discussion

* This laboratory analogue is an improvement
over past methods for studying this question
— Though it has clear generalizability questions

» We are currently replicating, and also doing
a study randomly assigning to a RE and an
RDD (preliminary results are encouraging).

 One little piece in the renaissance of social

experimentation.

10
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The End

Acknowledgement: M.H. Clark
(SIV), Peter Steiner (NU)
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